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PARALLEl, ALLSPD-3D: SPEEDING UP COMBUSTOR ANALYSIS VIA

PARALLEL PROCESSING
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U.S.A.l'myResearchLabotato_'-VehicleTechnologyCenter.Lewis Site
Cleveland,OH

Abstract

The A[,LSPD-3D Comi_utationalFluidDyflamics

code for r_ting flow simulation was run on a set of

benchmark te.'a em_s to delerminu its pat'allel
efficiency. These test. cases incltgled, nOn-reacting
and reacting flow simulation:: with varying numbers

of processors. Also, the tcsts explored tl_e effects of

scaling the gimulation with the number of _roeessors

in addition to distributing a ¢onslznt size problem

over an increasifig numlx.r of processors. The test
ca_es were run of_ a cluster of IBM RS/6000 Model

590 work_tations with e0ternet and ATM fletworkifJg

plus a shared memot3, SGI PoWer Challenge L
workstation. The results indicate, that I/1¢ network

eapabilitie_ sil:mficantly influence the parallel
efficiency, i.e.. a shared memory ma-.hine is faslcst

trod A'rM networking provides acceptable

performance Th,: limitations of ethernet ere.ally

hamper the rapid calculation of flows using AI.LSPD-
3D.

Nomenclature

S = Speedup
h = Et:ficie6_"
N = Number ,ff processors
T = Time

T._II = wallclockorelapsed time

T,_ = CPC timeusedby process
,,.,a_= serial proevssing with a single processor

_.,:t=l = pamlh:l processing with multiply prvce)sors
ATM = Asynchronous Traflsfer Motk network
¢tl_crnet -- Ethemet nerv.'ork

Rcd._ -':Reynrdds Number based on dian'ctcr

Tnf = Reference 'l'empcratar¢

U:_t= Reference Velocity
K = Kelvin
m/s = mel:¢fs/second

Introduction

ALLSPD-3D .Capabilities

"l'hc AI.LSPD,3D Cl_nlbUS_'[0t'(-C(_'.,-_eis a numerical

tool developed by the Internal Raid Me_;hanics
Division (which iS now the Tutbomachinery and

Propul.,,ion Systems Division) at the NASA l,¢wis

Res_arei5 Center fi)r simulating chemical]y reacting

flows in aerospace p_opulsion systems.' It provides

the designer of ad,,'anced engifies an _malysis tool that

employs state-of-the-an computational technology.

The code can simulate m_dti-i)hase, swirling flows
over a wide Much-number range in combustors of

complex geometry. Three.dimensional, curvilin:ar,
smacrared grids wath multiple zones and mtga'nal
obstacles give great flexibility in fitting the grid to
solid bodies i_ the flow simulation, Variou_

boundetrS'conditions (mt,dliph; inletdoatlcts, dilution

holes, transpiration holes, periodic, syrrmletry, far-
field, adiabatic or isotherm',d waits, cemerline

sii_gulan_,) al_ increase the utility of AI..I.SPD. 3D

in ,.o]ving complex flow simulations.

The ALLSPD. 3D Computational Fluid Dynamics

tCFD) code which was released ifi Noverfibcr, 1995.
evolved from the two.dimensional cede ,M..LSPD-21 )
(released inJune. 1993}. Besides extension to three

dimensions, the newer code featured _cvcral

i:uprovemP.nts and enha.flcements, including a user-

friendly Crral_hical Usei' lnteffaco (GUll. multi-

platformc;apability (sul_etcomputers, worksbations,

and paxall¢:l processors), impr0vcd turbulct_ce and

splay models, and more gcner',dizcd property and
cht:mical reactiom_ dfitabases. Also, eddy breakup
model:; for turbulence-ehcma:;try interaction:: were
introduced. A very warmly received fea_re of the

AI.LSPD-3D version 1.0 code was the GUI fur c'_sicr

pfi.,blcn_ setup and po_t.proee_sing.

'F.ngir_¢ Components Division.
Scntor Mtmbcr AIAA

This paptr is declared a work of _e U.S.Government and

is no: subjccl to copyright protection in the United State_
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TheALLSPDcombustion codes utilize a finite-

difl_ercnc¢, compressible flow formulation with low

Much number l_econditionin_ of the Navier-Smkes
equations. (The ALLSPD-3D code i._ intended only
for subsonic flow sifnuhtions si_c¢ it us¢,_ central-

dif=ferencin$ fop convective and viscous tcrms on right

and }oh-hand sides.) Laminar or tuPbUlent flow
capabili_ also exists, and the turbulent flows arc

_olved using a low-Reynolds number k-c turbuience

niodel, The chcmisu'y mqxle] can handle frozen or

finite rate chcmist_,' flow_. Spray co_busdorl is
supported by _tstochastic, se|)ar_tcd flow spray
model.

Need for p aralle.___Jization

ALLSPD was parallclize<i in reslmn_ to the changing
computational capabilities of the major cn$ine

corflpanies, specifically, the move from large
supcrcomputers to small workstations. _M.,LSPD-3D

is :ne,er 3"and CPU intensive for practical
engincering I_roblcms. Thi_ led to the nc_ for
pmallcl procc.*.sinl/on L'NIX workstaUons such as

those from HP. IBM. SG].. & Sun. Hey, ever. the
serial code was not to be abandoned, nor w-s the

parallel version to be wiklly divergent from the serial
code. Also, the pm"_llel code needed to he developed
using parallel processing techniques rc,_dily available
to the _wcragc user. "fhcrcfolc. ALLSPD-3r) was

p_',dl¢lizc_l u._ing the d_-facto st;mchtrd PVM

fP_zallcl Vh'tual Machine) m_:ssage passing libra,.'
az_clwith mif_ifftal modification_ to the serial code.

"lr_nsfi:rnng data hy mcs.,.agc passif_g supplies exactly
the infl_rmation a 13focCss n'nods from its fleit;hboring
Zortes without requirirtg mcmory Space fiJr all of the

data in all of the other z+oncs. Because cacl'i process
needs clara foe only its own grid zone (ilt,:luding tho_c

ghost cells which acma!ly belong to neighboring
zones), each p_roeess only needs enough memo_, fol
the largest zone. "['hisreduced memory ft.=attireof

pua'all¢l processing can he vet T h_:nefietal with h'_rgc

problem sizes. Also, _;ince each proce_ only
cuh:ulatcs data on its ;'.o_c, th." time needed to
cul,:ulatc a single iteration is reduced to

approximutcly th¢ time no.cried for the most
numerically intensive zone, The only co=t for these

great benefits ot parallel vroccssin_ is the drnc it
tak,'._ t¢_t_ansft:r dma between neighbors.

ALLSPD-3D Parallelization

Domain decomposition

The p',wallci processing in ALLSPD-3D is quite

simple: the code is if_erentb' divided in the dam
dofnaih, therefore dofi_ain decomposition is used.

The multiple grid zoneeeature provides natural

dividing lines in th_ data for decomposin_ the

problem onto _uldple processors, i.e.. each gr_d ;,one
is a natural candidate for parallel processing. Thi._
also minimiZes the oh;rageS to the serial code.
Boundary data is ¢xch_ged between processors

using the PVM riR.ssage-p_ssing libra,-, and each

processoronlynecd_asmuch memory as demanded

by the largest grid zone. '[his memory limitation is

due tothe lack of dynamic m(.moq' allocation ill

AI,I,SPD.3D;allanay sizesarcsetatcompiletifttc

based upon the largest grid zone since it falls within

the Single Prol_ram, Multiple Data (SPMD)

par',gligm. SPMD can be translated as each Ifrncessor

running tht_ same prog_m as all of the other
processors but with differi._g data.

Unfortunately. this li_.tation extends to the arnount

of data wansfcrrcd between processorsat the end of
each iteration. The fu'st rclea._cof ALLSPD-3D

contains a dcsign flaw which ,cts the amount of data

to transfer using the ma_timum tx_ssible size of a grid
One's face m_ardless of how much smaller the grid
fac,: I'_in E transfcrredis.The matimum face sizc is
dett,.rmifled at compile time. and this sets the amount
of data transferred for all prnccssors. If the size of a
pa_ul_r grid face to be passed to a neighboring gr/d

zone is rauch smaller than the maximum pos,.ihh:.
then a _.ubsta.ntial i_nalty m co:nmunicat_ofl time is
taken by thetransfer of unneeded inforr'aatinn.

Redudng this penalty rcqtdres codemodific_._iorts to
pro#rly size the amount of data to _'aflsfer.

Messa e___m_.kl PyVM

The PVM (Parallel Virtual Machine} mc:.sagc-

pas_in£ lihran' wa_ develo_d at Ot.k Ridge ._afional

I.abormory in Oak Ridge. "i'ennesscc z PVM was

chosen because of its wide acceptance, installed user

bas_:, and portability. PVM is used in a wide variety
of applications on numerous afchitecture_, and has
beo_m¢ a de.f_cto standard for messa_c.pas_in.e
libr_rie.,.

Tttc PVM library, h_ts m_my feature.,, including
spawning uf procc:+scs on a sirtual mm'hine and the
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communication of various message tyl_s b_tw_n
architectures which may have inherently diff_ent
datastructures,These featuresareusedinthe

paPallelvcr'fionof ALLSPD-3D.

AI.LSPD-3D version1.0bwitha minorta(xliflcation

was u_d fo_"thisstud),ofpm'allelefficiency._l_e

modificationinvolveseh|mgin_themethod usedto

[tansfC-rdma bctwecrlproces.goi's.VerSion1.0b(and

allprtcediflgversion:))u_,cdthe PVM lilyrArycalls
prmfpaendD add pvrnfprecvOforeachflowvariable
tobe a'_msfcfred.Tho specialversionOfALL_PD-

3D usc_ for this study replaced these calls with a

block ofpvmfpacM) t_d p_r_fi_pac.f<O calls in

conjunction with pvnlftendO of pvmfrecvD as
appropriate. Note the: difference of ire'adO vs. sendO

inthesubroutinenames.

The pt'mfpsendOarid prulfprec_)czdlsarcnormally
faster modes nf passing messag6s, and the PVM
docuri|cnt.ation indicates that data si:nt and received

will be automatically a'anslated to native formats.

The chang6s w_ made when it was discovered that
the #v_nfp.send{ I ¢,nd pvmfprecvf) calls did not
perform automatic data t_-p¢ conversion between
machines with diffcn:nt data representation formats

such as Ct'O' and SOt. Since the manuals made nv
mention of this fact, f,rmfpsend() and p_ mf/grecvf j

we:re used in the original coding, llowever, to
pr_ervc thcheterogeneouscapabilityofALLSPD-

-_D.thecod_ chansesweremade. Subst.Xlucnttesting

revealed no d,gt'_dafi on it parallcl i:,erforrnance w_s

caused by changing the method used tO transfer data
between processor,,.Thus,the use of a homogeneous
workstation c]ustci"was not affected by the
modification.

Test Cases

N on-react__in.garan_itionduct

TiSc first test +:aqe u_ed fi)r evaluatii_g the p_alle[

efficiency of AI.LSPI_.3D is u thrcc.dit_cn:+ional
circular to rec'tangul_r mmsidon duct with a full)'
turbulent, nort.r_aetin_ gas n_xturc (air) flowing
thrnui3h it. This test cast' is one ofthe samples
included in the AL_iPD-3D dis_rihution and is
detailed ill the ALLSPD..3D user nmnual, t The fluid

dy_a/_.lics details arc in Table 1. The si)_El¢ zone grid
used in the bi_sclinc tcst ,:nsc is shown in _igur(: |.

To stud)' eL,:,.ffcct of increasing the number of

pro_cssurs ore pa_'altel efficiency, th.: baseline t2l'id

waq n_odifie2 for each variation. For sire'pie speedup

testing, the baseline grid was split into multiple Zones

of equal siz¢ with one zone per procesmt. To t¢st the
effects of scaling the problem with the numlxr of

processof*, the baseline grid was taitrored across
symmetry planes for the two and four processor
case_. Then the four processor grid was refined _d

divided to create the eight and sixt¢cn processor test
cases. Eacl_ manipulation of the grid maintained

roughly the saint number of' points per Zone (and per

processor) as _e baseline test case. Thu,q, the two
p'roces_or grid had twice a_ marly point_ as the

baseline while the sixieen processor grid had sixteefl
timesas manypoints_gthebaseline, Tables2 and 3
detail the grids used in eacht_ansilion ducttest case.

Table I - Tmnsfthin duet flow charucteriitles

Figure 1 .Single zone grid (41x_ltx61f_L_21
imfnti) for baseline transition duct

NUMBER
OF ZONI_

ZONE
DI%fE.NSIONS

1 41 x 21 x 61
2 41 x 21 x 31

4 41 x 21 x 16

8 21 x 21 X 16

ilmll Illl n i

POi NTS '1"01AI,.
PER NL'MBER

ZONE OF
I'O]_NTS

52521 52521

. 2._6691. 53382
13776 55104

._. 70_.._(t 56448
16 21 x lIx 16 3fl9(, .59136

uml_mm _mmmm_m_mlm manna u_mmmmlm_:

"[t,ble 2 • Tr_nsltlOn duc| grids for ,Intple spredup
t_st_

NASA I'M-J07489
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OF ZONP.S
-= PO, Ts

DIMJENSIONS PER NUMBER
ZONE OF

Poi.'crs

1. 41 x 21 x 61 52521 [ i.-52_21
2 41 x 21 x 61. 52521 105042

41 x 21.x 61 ._2_21 210084
4.l X 21 X 61 52521 420168

41 x 21 x 61 840336
w="h'-" a_,a_ia---._ Ii _ ....

l_abh) 3 -Trausiti0rl duct Rrtd.s for sealed dpecdup

,_t_h tgst case was run withthe serial and par,dh:I

vcrsiom, ofthecode fopdirect comp;_isoh of th,: run
times since the multiple zones of the grids introduce
exa'a poii_ts for overlapping cells. These: extra points

preclude an accurate comparison between the run

nines of a single zone grid a_d tl',m c,f a multiple zone
grid.The simple tesls aridthescaledles_ were run
on the cluster of IBM RS/6000 .Model 590

workslations using efl_e_¢t and AT'M networking.

4

8

, . 16

Rvaclin:_ swift can

The second re_t case used for evaluating the parallel

efficiency of All SPI)-3D is an aXis.vmmen'ic swirl

can comhmtor with a fully turbulent gas mixture (air)
reacting with a m_:Ihanol spray, "rhi_ test case i:;also
ofle of the samples included in the ALLSPD-3D
dis_ibution and is also detailed in the ?D.LSPD 3D

ust._ manual.: The fluid d)_amics dr:tails are in Tahlc

4. The single zone grid used in the baselit_e test case
is :,hown in Figure 2.

....

Table 4 - Swill can flow i:hm_t'teriSHcs

Asain. a single zone l.'Tid for the baseline case was

manipulated to investigate the paralh:l efficiency with

',he addgd ,;umputational bunlen of chemical tea ctions

and spray .droplet [tacking. The _simpl¢ speedup Frids

wcrc divid_ into equal zones with one per pro_'_,_sor.
The scaledspt:cduptests v.crcpcrfo:medon g_d,

derb, ed from their ri:spcclivc sirriplc slx.,:dup test b._
refining them inthe c_rcumf_renlial direction.
(AI,I.SPD.31) cah:ulatcs axisymmcuic and two-

d_men,,innal cases by using periodic _undary

conditions which reqtfirc_ only two points in the
r=l want direclinrL) Again, c;_ch nmr,ipulation cf thr

gad maimained roughly the same. number of points
per zoneand perprocessor a,.tht ha,,eline text case

Tables 5 and 6 detail t.he Lmds used in each transition
ductu}st case.

Figure 2 - Single zone grit3 (81x2_t61=9882 pntntsl
fc: baseline sVJrl can (sparsed In _'adlal direction

for bettervisualization)

OF ZONES

8

16

ummm_mm_mam

ZONE

DIMENSION
s

81 x2x61
41X2x61

41 x2x31

21x2x31

POINTS

PER
/.,ONE

9882

5OO2
2542

L302

TOTAL
NUMBER

OF
POINTS

9882

1OOO4

10168

10416
21 x.2 x 16 672 107.52

T_,blc 5 - Swirl can grids for simple speedup trots

2Oh'I:
DIMENSION

s

81 x2x6l

41 x4x61

POINTS TOTAl.
PER NUMBER
ZONE OF

POIN'I'S

9882 9882
1000_ 200O8
l 016R 406":2.

10416 833,'!8

, . 10752 172032
unman mmlumu

u_uam _ nlu,.an

NUMRF.R
OF ZONES

16
=nmmm

41 xgx3]

21 .x 15 x 31

l;uble 6 • Swirl can grids fv_' staled speedup t_stS

Aglsin. dixcct coml)afi,,on,., for =ach tc_t case were

made sin_'c the muhipl¢ ,umes of the grids in[toduc¢
extra p, finl:s. 1'he .',imple Icsts anti the scldcd tcsl_

were run on th,: _harccl memory, molliple processor
SOl Powcr Challcn!_c 1. v,orkxtuhon in a,Jdilion to the
clu_;tcr of IBM RS/60{}0 Model 5_ wotkstatiuh..,

using cthcrncl and A-I'Mnetworking.
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Results

Speedul_ !.s dei'mcd as the CPU time of the serial code
fop a particular test ctse divided by the wall clock or
elapsed thne of the parallel code for the same test
case. The parallel efficiency is the speedup divided
by the number of p_'oce,isorL 3 Equations 1 and 2
show r.hese definitions in a mote mathematical forfn.

Equation 1 - Definliton of Parallel Speedup

s

N

Equation 2 • Od'mition d Parallel Efficiency

All te_t cases were run on dcdicated workstations, A
cluster of sixteen IBM gS/6()00 Model .S90

workstatitms with cthom_t and ATM networks and a

single SGI Power Challenge L workstarioO with eight
CI)Us were u:;od for the tests. The sixteen e.one test

cases were not run on the SGI Power Chalhmge L to

keep the ratio of eric grid 7_oae per processor for all
te.',ts. The RSI6000 workstation_ used PVM vet_ion

3.3.10 while the SG! workstation used $GI Array
version 2.0 which contains a version of PVM tuned

for SGI work.,tations by SGI.

Each test ease was run for tO0 iterations, lind timed
with the UNIX c(nmnand timex. This n-mOor was

cho._n to allow for suffiHent namla:r of iteratiofts to

o_crshadow the start up effects such as re_ding in the

grid but not to he so ion2; as t0 preclude running all

the ter;ts within the dine period _llotted for dedicated
usage of the computers. Once the tests ,¢,'crt_San,the

timiflgs were us_ to det,:frnine r.hc parallel speedup

and efficiency for each.

The fifit ,dvnntage of parallel processing is
iaunediat_ly obwous in the tests of parallel speedup

on the simple grids. Figur_ 3 shows the reduced
mefnot3' rleedb arising from using multiple processr_rs.

The graph plots the r._umbcr of processors against the

nvrmulimd memo W requirement for the transioan
duct t:st case run on the IBM w,Jtkstadons as v, cll as

the swirl can test case for curi_pilations on the IBM
and SGI worksta*.ivns. The mcmoi-)' requiredwa_

detenn_m'd by theUNIX command size and

normaliz'ed uging the sifigl¢ processor serial code
memor 3' requirement.

Memory ReductiOn

$1mp_ Teals

.... L. I

"." ,,

Figure 3

The transition duct shows the most dramatic me|nor;,"

rcductioia. With four processors, the per ptoccs:_or
memory is only about 20% of the single zone test

case. Thus, four workstations itl parallel would need
less aggrel;ate memory th an a single machine

computir_g the prbblcm serially because of the way
ALLSPD-3D doc.q memory management. $i.xtctm

processors would t_eedless than 10% ofthc memo_

needed by the sinbIl¢ zone lest case on a single CPU
v,'ozkstafion. The swirl can test case does not show as

dramatic a reduction, bat the fnemory savit_gs mc still

sigtiifieant. The merno_ needs of theIBM and SGI

executablcs arc slightly different pre.aumably bccau._e
of differences in optirnizatiof, and compiler
techfiology. Even so, both platforms ncM k.ss than
ha]ftheanaountofmcmo_5' foreach offour

prtx:essors than for a single zone test on a serial

processor.

The parallel slmedup is the ne.x¢;_dvlmtage ofrunning
a test with multiple pflxcsso_. F_gm'e 4 sht,ws the

parallel speedup of the tnmsition dtwt using the
ethemct a_d ATM networks, ld{m] speedup would Ix

having the cod_ nm twice as fast with two pro_¢'ssors,
fuur tim_s as fast with four processors, and :;o un.
Thc graph shows that wh_:nethemet net_vurking is

used, parallel spec.dup rolls off aficr onb four

processors. A s a matter of fact, the turnaround .,.imv
fur tlic _crial code ',sbettt;r than for tlie _i._teen

phxcssut parallel :ode on this test. The AI.'M
ttctv, nrk fitirs ri htt beti_;r but it rolls off at eight

proce¢_nr,,, llow_.ver, the pai'allcl c(rde still runs
fa_tcr than the serial _'od_ wi_ ATM networkin_

NASA _'M i07.t89
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even though sixteen processors ar_ communicating at
the same timeon eve_, iterating.

Speedup for Transfffon Duct
Simple Tests

lie -i

J_e .... J.............. / -

I // -

d8 _----@." _ ........ -

/o.

, l.l v8ttfum_r _f Proce:_sor_

FlAx!re 4

Parallel lffficieney for TrattM_.lonDuct
Simple TeIM

r# :_ I

0#

O.J-- m ".-.

_'-_-m
U stCPO

Figure$

Tht' parallel efficiency tbr these test:, urc pluttcd in
Fll;ure 5, Ideal parallel effimencv is !.0 or ]00'._,
i.e,two proccs_o;'smn twiceasfastas¢)ncforthe

same l)roblcm. Again, the poor [_rformancc of the

e_em,:t n,:t_ork _hows itself. ATM networking, does
cat:outucr '_ significant dxvp in p;trallcl efficiency for

sixtccrt pr, xcssor_,, bu! Ihe roughl) 60% efficient)

wi,.h anl_ eight pfoccssols is q_)i)c a_xcptablc.

"lhc parallel speedup for the ._wi_l ¢m_ lest casc_ arc

shown in thgur¢ 6. In ad:liti(m to th(: df©cts of

nclwotkin_ oxt thv spt:cdup, we can see the ¢'ffe¢'ts of

adding ch_:mical teaclium, a=_d spray modelling to tl_c
flog simulation. Adding thc_c features illcr,,il_cs the
co|nputat|on to commun|:ation ratio Io;' the

pa_:cssor,,antlcan a!bo c,us¢:the:.r,roce,.s,_r_,to

communicate their per iteration results at sli_,htly
different rime_. This v,.ould 15elp to reduce the

network contention, especially for shared medium
networks such as ethemet,

Speedup for Swirl Can
$lPnple Te_te

fKO .............................

H_'_ "_#,_*'¢_"_'_ "_ I /

"° _._ _ 2 ' ..... .

Number af Pra¢e_q=ar_l

Yi||ur¢ 6

Parallel Efficiency fdr Swirl Can
[ilmple 7est_

¢,_ _ _. . .

Figure7

Again. theethcmct te._truns._,howdisapiminting
parallel sw.edu p. This time. hou, ever, the ethemet is

so overwh,:lmed by the large dat, _'ansfer packets

hitting the network at thc _an=e timc r.ha; the serial
code wrfurms betterforallca=cs."/'hisi=b_:causcthe

si,'t:ofthedatapacketstr._f_sft',-rcdafter¢vt_,_.

iterationmc sitedon rJ_cntaximt_mpossiblelace.In
thl_;ea:;e, the actual amount of needed mfomlnticm i,,

nluch smaller _incc the tone intctl"aces are 1. K face,,

ltnd the pa_:kcts ai'¢ _izcd b,_ the I-K faces. The ATM

re:!work is dec'ideally. IX'lhrr than the t'thctncl merely

hy hawng _peedup values greater tlinn ostc, hut a

maximum parallel spe.edup nf only three or fnur

NASA 1._1 -I074_') 6
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forthcsixteenprocessorl_stsisa moot iml'_ovemcfit.

The sharedmoraorytestrunson theSOl Power

Challenge L workstation achieve near ideal ISarall_l
sl_:edup.As a matter offact,thetwo processortest

casere.achessu_litlegrspeedup,"/'hisisrnos{likely
due tamemory cacheeffectS.Iriallnetg_'orksthe

additiorl cf chefaical reactions improves the parallel

spe_,dup with the ATM network _enefitting most.
The _hared merhory t_ufl benefil,_ ]_a.¢zfrom the

increase in computation tocorrm'mnication ratio

bccau._ the shared memory "_etwo_k" p_ovldes

almost infinite l_andwldth and alinost zero latency.

The parallel efficiency for the swirl can test ca._¢s
plottcxl in Figure 7 reflect the Same treads. The

¢O_ernot tests show a marked improvement in parallel
cfficlency when Chemical tractions are computed for
the two processor ease. but ethernet is Still an overall
poor pcrfornlef" fcJr rest ofth(: ti_st cases, The A'I ,'M

network has bctti:t ov¢_ll patCJh:Icffici)zficy than

ethcmct with an almost constar_t irrlprovement from
the addition of chemical reactions. The shared

memory version of PVM again provides the best

parallel efficiency with littl_ practical difference
betWeen having chemical reactions computed or not.

Sj:_0Led
The st:ale4 tests exploited the effect t)f mainlaimng a
constant computation _o communication ratio fc)r each
processor on parallel spcc,dup ;rod el_ficicncy. In the

si|nph; te_.ts, the continual di vision of the 8rid into

smaller pi_es for each proc¢:ssor to work on kept

dccreasinzz the co_pot_ lion to eorrinm_ieafion ratio.
By scalingtheproblemsize withthenumber of
pro_¢_sors, ailother advantage of parall¢.l processing

becomes app_ucnt: thQabiliw to nan a large flow
simulation on many workstacion_ that would not be

practical m am on a single wurkstatton.

The parallel ,,;peedup results for the transition duct

te:_t_ a/e ploaed irl F'igun: 8. Contp_|rison _o Figure 4
readily show:, a significant i|npb_vement in speedup.
The ethern_:t nctworL again rolls off at four
processors while theAT.M ne_ork continues m

speedul_ ,cross Ihe hill range.

Speedup for Transition Duot
• ¢#led rests

"' =-,....i--/.

: i .../I I
• // . '1......

t_umb_r of P_¢ello_

Figure 8

ParallelEffiolencyfor rran=itlonDuct
$_aled Te_t#

" _\7-- I ..... ._2. ---
V" '

(tO a--- .... ; .....

I_mDef o! P_oC'e_ots

Figure 9

i_igute 9 shows the parallel efficiericies ploRcd tot the
sarne tests. The e_hernet tcst); sh(_v.' ncceptable
pcrfen'nance out to four or eight processors, and the

ATbl netv.,ork ha:_ inc_eaqed par_dlel efficicttcy ;dl the

way out to sixteen processors. This _s a vast
improvement europa'rod to d_e e/'ficicncics for the

simple tests plotted, ifi Figure $.

The swirl can tests with the scaled grids shows similar

impravements in pa.P_llel speedup as evidenced in
Figure 10, While the eth,.'mct network dt_s not

benefit as greatly by the if_cr('ased p_ oblen_ size as in

the, _ansitiun duct tests, comparison _o I::.igure6
shows censidt:r,_lc improvcmen_ even if it is not

enough to watTam running in parallel when only an
ethcrnct is available for communication. The ATM

network benefits from the:sc.'ded problem sizes with

• c pafalh:l sl_eedap ;dmost doubling. The shared
mcmary version is practically unaffected hy the

NASA "1M- 10%189
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_caling c_cpt that the single v, orkstat_on heeds a
largcr ,mount of total memo_'. For all versions, the
additional computaticmal burden of cbemieal
reactions has a constant but negligible improvement
in parallel speedup.

Speedup for SWirl Can
_.ate¢l Tests

i _ f.I
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Figure l!

Th,: p_rallcl cfficicne_c_ for tht_st._tests are plottt:d m

l=igurc I t. Compm:istm with FJg.urc7 shows
improvcm,:nls for the ethcrm:t and ATM fietv, orks,

but only small changes for 111,:sh_rcd memory tcst._.
l'fic ATM results do show an anomaly at the _vo to

four procc,sor point.,,. C_rrent])'. there i._no
eM)lanation for sucha drop or increase in parallel
efficiency for these test elltle_, Again, the addition of
chemicalr,.-action,;to,mlveimprnvesthecf[,cienc_

for all ¢or_munication media, hut nol hy a,, .,.ign:l]c_,nt

an amount as in thc _imple te_t_.

Concludin_rks
AL.LSPD-3D cartsimulateflow, on clustcrsof UNIX

workstations of fnuhiplc prroccsSor workstations with
shared melr_ory usif_g PVM for data transfer. This

gives the ahili_' tOSolve large I_roblems on modest
maehine_, but restdis in a communication-bound

problem with liffiits OIl speedup. Faster nclworks

alleviate the situation, but not completely. Shared

me_hot_' maehine_ p_ovide the fastcst

communications but can bc cxpcqsivc and require

enough memory for the cntir(: l_robl¢m to be solved.
The he,york bandwidth and latency determine when

additig more processors deg-_ides rum-around time
insr.ead of lr_proving it. Addifig additional
coraputationai burdehs such as chemical rea¢'tiotts
and spray to the simulatioia allows mote processors to
be added before thit, I_reakpoint is reached.
Minimizihg the amount of data to be transfeeted is

criticaland isbe_tinfluencedby :he_widgeneration.
Vehef_making a gridforus_ withALLSPD.3D. one

should keep the zones close in size and make the face

sizes as small aspossible. Othenvise. code
modifications would 1._ necessa_' to minimize the
am,_unt of daterwansferrtd.

Also. ha_ing a single source c-ode which compih's
into the serial or parallel vcr,_ton has tcsultcd in Ihe

need to re-grid the test ca,,ewhenever the number of
processors increases. At l_st. thi,_ is a tedious

proces.,,; at worst, all the input files for r, particular
test case m:ed to be regen,_ated hcca,a_e the ,,'ell
loeario_asa_e different.
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